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Résumé

Dans ce papier, nous considérons le cadre de l’apprentissage de représentations multi-tâches où l’objectif est d’utiliser des tâches sources pour apprendre une représentation qui réduit la complexité en données nécessaires pour la résolution d’une tâche cible. Nous commençons par passer en revue les avancées récentes de la théorie en apprentissage multi-tâches et nous montrons qu’elles peuvent fournir de nouveaux éclaircissements pour les algorithmes populaires de méta-apprentissage lorsque ceux-ci sont analysés dans ce cadre. En particulier, nous mettons en évidence une différence fondamentale entre les algorithmes basés sur les gradients et ceux basés sur un calcul de distance et nous proposons une analyse théorique pour l’expliquer. Enfin, nous utilisons les résultats obtenus pour améliorer la capacité de généralisation des méthodes de méta-apprentissage par le biais d’un nouveau terme de régularisation spectral et nous confirmons son efficacité par des études expérimentales sur des bases de données classiques de classification avec peu d’images. À notre connaissance, il s’agit de la première contribution qui met en pratique les plus récentes bornes issues de la théorie de l’apprentissage de représentations multi-tâches.

1 Introduction

Even though many machine learning methods now enjoy a solid theoretical justification, some more recent advances in the field are still in their preliminary state which requires the hypotheses put forward by the theoretical studies to be implemented and verified in practice. One such notable example is the success of meta-learning, also called learning to learn (LTL), methods where the goal is to produce a model on data coming from a set of (meta-train) source tasks to use it as a starting point for learning successfully a new previously unseen (meta-test) target task. The success of many meta-learning approaches is directly related to their capacity of learning a good representation \cite{RRBV20} from a set of tasks making it closely related to multi-task representation learning (MTR). For this latter, several theoretical studies \cite{Bax00, PL14, MPR16, AM18, YTZ+20} provided probabilistic learning bounds that require the amount of data in the meta-train source task and the number of meta-train tasks to tend to infinity for it to be efficient. While capturing the underlying general intuition, these bounds do not suggest that all the source data is useful in such learning setup due to the additive relationship between the two terms mentioned above and thus, for instance, cannot explain the empirical success of MTR in few-shot classification (FSC) task. To tackle this drawback, two very recent studies \cite{DHK+20, TJJ20} aimed at finding deterministic assumptions that lead to faster learning rates allowing
MTR algorithms to benefit from all the source data. Contrary to probabilistic bounds that have been used to derive novel learning strategies for meta-learning algorithms [AM18, YTZ20], there has been no attempt to verify the validity of the assumptions leading to the fastest known learning rates in practice or to enforce them through an appropriate optimization procedure.

In this paper, we aim to use the recent advances in MTR theory [TJJ20, DHK+20] to explore the inner workings of popular meta-learning methods. In particular, we take a closer look at two popular families of meta-learning algorithms, notably: gradient-based algorithms [RL17, NAS18, LMRS19, BHTV19, PO19] including MAML [FAL17] and metric-based algorithms [KZS15, VBL+16, SSZ17, ASST19] with its most prominent example given by ProtoNet [SSZ17].

Our main contributions are then two-fold:

1. We empirically show that tracking the validity of assumptions on optimal predictors used in [TJJ20, DHK+20] reveals a striking difference between the behavior of gradient-based and metric-based methods in how they learn their optimal feature representations. We provide elements of theoretical analysis that explain this behavior and explain the implications of it in practice.

2. We show that theoretical assumptions mentioned above can be forced during the training of meta-learning algorithms for both families of considered methods and that enforcing them leads to better generalization of the considered algorithms for FSC baselines.

The rest of the paper is organized as follows. We present the existing theoretical results for the MTR problem with their corresponding assumptions, and introduce considered meta-learning algorithms in Section 2. In Section 3 we investigate how metric-based and gradient-based algorithms behave in practice with respect to the identified assumptions and provide theoretical explanation to the observed behavior. We further show that one can force meta-learning algorithms to satisfy such assumptions through adding an appropriate spectral regularization term to their objective function. In Section 4, we provide an experimental evaluation of several state-of-the-art meta-learning methods and highlight the different advantages brought by the proposed regularization technique in practice for the FSC. Finally, we conclude and outline the future research perspectives in Section 5.

2 Preliminary Knowledge

2.1 Multi-Task Representation Learning Setup

Given a set of $T$ source tasks observed through finite size samples of size $n_t$ grouped into matrices $X_t = \{x_{t,1}, \ldots, x_{t,n_t}\} \in \mathbb{R}^{n_t \times d}$ and vectors of outputs $y_t = \{y_{t,1}, \ldots, y_{t,n_t}\} \in \mathbb{R}^{n_t}$, $\forall t \in [T] := \{1, \ldots, T\}$ generated by their respective distributions $\mu_t$, the goal of MTR is to learn a shared representation $\phi$ belonging to a certain class of functions $\Phi := \{\phi : \mathcal{X} \to \mathcal{V}, \mathcal{X} \subseteq \mathbb{R}^d, \mathcal{V} \subseteq \mathbb{R}^k\}$ and linear predictors $w_t \in \mathbb{R}^k$, $\forall t \in [T]$ grouped in a matrix $W \in \mathbb{R}^{T \times k}$. More formally, this is done by solving the following optimization problem:

$$\hat{\phi}, \hat{W} = \arg\min_{\phi \in \Phi, W \in \mathbb{R}^{T \times k}} \frac{1}{T n_1} \sum_{i=1}^{n_1} \sum_{t=1}^{T} \ell(y_{t,i}, \langle w_t, \phi(x_{t,i}) \rangle),$$

where $\ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}_+$, with $\mathcal{Y} \subseteq \mathbb{R}$, is a loss function. Once such a representation is learned, we want to apply it to a new previously unseen target task observed through a pair $(X_{T+1} \in \mathbb{R}^{n_2 \times d}, Y_{T+1} \in \mathbb{R}^{n_2})$ containing $n_2$ samples generated by the distribution $\mu_{T+1}$. We expect that a linear classifier $w$ learned on top of the obtained representation leads to a low true risk over the whole distribution $\mu_{T+1}$. For this, we first use $\hat{\phi}$ to solve the following problem:

$$\hat{w}_{T+1} = \arg\min_{w \in \mathbb{R}^k} \frac{1}{n_2} \sum_{i=1}^{n_2} \ell(y_{T+1,i}, \langle w, \hat{\phi}(x_{T+1,i}) \rangle).$$

Then, we define the true target risk of the learned linear classifier $\hat{w}_{T+1}$ as:

$$L(\phi, \hat{w}_{T+1}) = \mathbb{E}_{(x,y) \sim \mu_{T+1}}[\ell(y, \langle \hat{w}_{T+1}, \phi(x) \rangle)],$$

and want it to be as close as possible to the ideal true risk $L(\phi^*, W_{T+1}^*)$ where $W_{T+1}^*$ and $\phi^*$ satisfy:

$$\forall t \in [T + 1] \text{ and } (x, y) \sim \mu_t,$n_t \rightline{\rho \cdot W_{T+1}^*} \phi^*(x)$$

$$y = \langle w^*_t, \phi^*(x) \rangle + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0, \sigma^2).$$

(1)

Equivalently, most of the works found in the literature seek to upper-bound the excess risk defined as $\text{ER}(\phi, \hat{w}_{T+1}) := L(\phi, \hat{w}_{T+1}) - L(\phi^*, W_{T+1}^*)$.

2.2 Learning Bounds and Assumptions

First studies in the context of MTR relied on probabilistic assumption [Bax00, PL14, MP16, AM18, YTZ20] stating that meta-train and meta-test tasks
distributions are all sampled i.i.d. from the same random distribution. This assumption, however, is considered unrealistic as in many learning settings, such as FSC, source and target tasks’ data are often given by different draws (without replacement) from the same dataset. In this setup, the above-mentioned works obtained the bounds having the following form:

\[ \text{ER}(\hat{\phi}, \hat{w}_{T+1}) \leq O \left( \frac{1}{\sqrt{n_1}} + \frac{1}{\sqrt{T}} \right). \]

Such a guarantee implies that even with the increasing number of source data, one would still have to increase the number of tasks as well, in order to draw the second term to 0. A natural improvement to this bound was then proposed by [DHK+20] and [TJJ20] that obtained the bounds on the excess risk behaving as

\[ \text{ER}(\hat{\phi}, \hat{w}_{T+1}) \leq O \left( \frac{1}{n_1 T} + \frac{1}{n_2} \right). \]

Both these results show that all the source and target samples are useful in minimizing the excess risk. Thus, in the FSC regime where target data is scarce, all source data helps to learn well. From a set of assumptions made by the authors in both of these works, we note the following two:

**Assumption 1 : Diversity of the source tasks**
The matrix of optimal predictors \( W^* \) should cover all the directions in \( \mathbb{R}^k \) evenly. More formally, this can be stated as

\[ \kappa(W^*) = \frac{\sigma_1(W^*)}{\sigma_k(W^*)} = O(1), \]

where \( \sigma_i(\cdot) \) denotes the \( i \)-th singular value of \( W^* \). As pointed out by the authors, such an assumption can be seen as a measure of diversity between the source tasks that are expected to be complementary to each other to provide a useful representation for a previously unseen target task.

**Assumption 2 : Consistency of the classification margin**
The norm of the optimal predictors \( w^* \) should not increase with the number of tasks seen during meta-training\(^1\). This assumption says that the classification margin of linear predictors should remain constant thus avoiding over- or under-specialization to the seen tasks.

While being highly insightful, the authors did not provide any experimental evidence suggesting that verifying these assumptions in practice helps to learn more efficiently in the considered learning setting. Furthermore, from the proof given by [DHK+20], and with the same assumptions, we can easily derive a more explicit bound:

If \( \forall t, \|w^*_t\| = O(1) \) then,

\[ \text{ER}(\hat{\phi}, \hat{w}_{T+1}) \leq O \left( \frac{1}{n_1 T} \cdot \kappa(W^*) + \frac{1}{n_2} \right). \]

suggesting that the terms \( \|w^*_t\| \) and \( \kappa(W^*) \) underlying the assumptions directly impact the tightness of the established bound on the excess risk.

### 2.3 Meta-Learning Algorithms

Meta-learning algorithms considered below learn an optimal representation sequentially via the so-called episodic training strategy introduced by [VBL+16], instead of jointly minimizing the training error on a set of source tasks as done in MTR. Episodic training mimics the training process at the task scale with each task data being decomposed into a training set (support set \( S \)) and a testing set (query set \( Q \)). Recently, [CWL+20] showed that the episodic training setup used in meta-learning leads to a generalization bounds of \( O(\frac{1}{\sqrt{T}}) \). This bound is independent of the task sample size \( n_1 \), which could explain the success of this training strategy for FSC in the asymptotic limit. However, unlike the results obtained by [DHK+20] studied in this paper, the lack of dependence on \( n_1 \) makes such a result unsatisfactory in practice as we are in a finite-sample size setting. This bound does not give information on other parameters to leverage when the task number cannot increase. We now present two major families of meta-learning approaches below.

**Metric-based methods**

These methods learn an embedding space in which feature vectors can be compared using a similarity function (usually a \( L_2 \) distance or cosine similarity) \[ \text{KZST15, VBL+16, SSZ17, ASST19} \]. They typically use a form of contrastive loss as their objective function, similarly to Neighborhood Component Analysis (NCA) \[ \text{GHRS05} \]. In this paper, we focus our analysis on the popular Prototypical Networks \[ \text{SSZ17} \] \[ \text{(PROTO Net)} \] that computes prototypes as the mean vector of support points belonging to the same class:

\[ c_i = \frac{1}{|S_i|} \sum_{s \in S_i} \phi(s), \]

where \( S_i \) the subset of support points belonging to class \( i \).

**PROTO Net** minimizes the negative log-probability of the true class \( i \) computed as the softmax over distances to prototypes \( c_i \):

\[ \mathcal{L}_{\text{proto}}(S, Q, \phi) := \]
3.1 What happens in practice?

To verify whether theoretical results from MTR setting are also insightful for episodic training used by popular meta-learning algorithms, we first investigate the natural behavior of MAML and Protonet when solving the few-shot image classification problem on the popular miniImageNet \cite{RL17} and tieredImageNet \cite{RTR18} datasets. The full experimental setup is detailed in Section 4.1 and additional experiments for Omniglot \cite{LST15} benchmark dataset portraying the same behavior are postponed to the Appendix.

To verify Assumption 1 from MTR theory, we seek to compute singular values of $\mathbf{W}$ during the meta-training stage and to follow their evolution. In practice, as $T$ is typically quite large, we propose a more computationally efficient solution that is to calculate the condition number only for the last batch of $N$ predictors (with $N \ll T$) grouped in the matrix $\mathbf{W}_N \in \mathbb{R}^{N \times k}$ that capture the latest dynamics in the learning process. We further note that $\sigma_i(\mathbf{W}_N \mathbf{W}_N^\top) = \sigma_i^2(\mathbf{W}_N), \forall i \in [\lfloor N \rfloor]$ implying that we can calculate the SVD of $\mathbf{W}_N \mathbf{W}_N^\top$ (or $\mathbf{W}_N \mathbf{W}_N$ for $k \leq N$) and retrieve the singular values from it afterwards. We now want to verify whether $\mathbf{w}_i$ cover all directions in the embedding space and track the evolution of the ratio of singular values $\kappa(\mathbf{W}_N)$ during training. For the sake of conciseness, we use $\kappa$ instead of $\kappa(\mathbf{W}_N)$ thereafter.

For the first assumption to be satisfied, we expect $\kappa$ to decrease gradually during the training thus improving the generalization capacity of the learned predictors and preparing them for the target task. To verify the second assumption, the norm of the linear predictors should not increase with the number of tasks seen during training, i.e., $\|\mathbf{w}\|_2 = O(1)$ or, equivalently, $\|\mathbf{W}_N\|_F = O(T)$ and $\|\mathbf{W}_N\|_F = O(1)$.

From Fig. 1, we can see that for MAML (left), both $\|\mathbf{W}_N\|_F$ and $\kappa$ increase with the number of tasks seen during training, whereas Protonet (right) naturally learns the prototypes with a good coverage of the embedding space, and minimizes their norm. This behavior is rather peculiar as neither of the two methods explicitly controls the theoretical quantities of interest, and still, Protonet manages to do it implicitly. Before confirming this claim through extensive empirical evaluations involving more baseline methods and benchmark datasets, we first prove several results that provide explanation to the difference of behavior of these two families of methods.
3.2 Metric- vs Gradient-based Methods

The differences observed above for the two methods call for a deeper analysis of their behavior. To this end, we provide a full explanation of why ProtoNet naturally leads to small condition number of the obtained predictors and a consistent behavior of their norm, while for MAML we consider a common simplified learning model leaving the general result as an open problem for future works.

**ProtoNet** We start by first explaining why ProtoNet learns prototypes that cover the embedding space efficiently. This result is given by the following theorem.

**Theorem 1.** (Normalized ProtoNet) If \( \forall i \| c_i \| = 1 \), then an encoder \( \phi \in \arg \min L_{\text{proto}} \) has \( \kappa(W^*) = 1 \).

This theorem explains the empirical behavior of ProtoNet in FSC task: the minimization of its objective function naturally minimizes the condition number when the norm of the prototypes is low.

**MAML** Unfortunately, the analysis of MAML in the most general case is notoriously harder, as even expressing its loss function and gradients in the case of an overparametrized linear regression model with only 2 parameters requires using a symbolic toolbox for derivations [AIS21].

To this end, we resort to the linear regression model considered in this latter paper and defined as follows. We assume for all \( t \in [T] \) that the task parameters \( \theta_t \) are normally distributed with \( \theta_t \sim \mathcal{N}(0_d, I_d) \), the inputs \( x_t \sim \mathcal{N}(0_d, I_d) \) and the output \( y_t \sim \mathcal{N}((\theta_t, x_t), 1) \). For each \( t \), we consider the following learning model and its associated square loss:

\[
\hat{y}_t = \langle w_t, x_t \rangle, \quad \ell_t = E_p(x_t,y_t|\theta_t)(y_t - \langle w_t, x_t \rangle)^2.
\]

We can now state the following result.

**Proposition 1.** Let \( \forall t \in [T] \), \( \theta_t \sim \mathcal{N}(0_d, I_d), x_t \sim \mathcal{N}(0_d, I_d) \) and \( y_t \sim \mathcal{N}(\langle \theta_t, x_t \rangle, 1) \). Consider the learning model from Eq. \[3\] let \( \Theta_t := [\theta_1, \theta_{t+1}]^T \), and denote by \( \hat{W}_t \) the matrix of last two predictors learned by MAML at iteration \( i \) starting from \( \hat{W}_0 = 0_d \). Then, we have that:

\[
\forall i, \quad \kappa(\hat{W}_t^{i+1}) \geq \kappa(\hat{W}_t^{i}), \quad \text{if } \sigma_{\min}(\Theta_t) = 0.
\]

This proposition provides an explanation of why MAML may tend to increase the ratio during the iterations. Indeed, the condition when this happens indicates that the optimal predictors forming matrix \( \Theta_t \) are linearly dependent implying that its smallest singular values becomes equal to zero. While this is not expected to be the case for all iterations, we note, however, that in FSC task the draws from the dataset are in general not i.i.d. and thus may correspond to co-linear optimal predictors. In every such case, the ratio is expected to remain non-decreasing, as illustrated in Figure 1 where MAML, contrary to ProtoNet, exhibits plateaus and the intervals where this latter is increasing. This highlights a major difference between the two approaches: MAML does not specifically seek to diversify the learned predictors, while ProtoNet does.

3.3 Can we force the assumptions?

So far, we have gathered evidence for the fact that MTR theory seems to be insightful for meta-learning algorithms as well. As satisfying the assumptions from MTR theory is expected to come in hand with better generalization performance, we now study what impact forcing these assumptions may have on the learning process when the optimal predictors involved in the data generating process do not naturally satisfy them. To this end, we aim to answer the following question:

*Given \( W^* \) such that \( \kappa(W^*) \gg 1 \), can we learn \( \hat{W} \) with \( \hat{\kappa}(\hat{W}) \approx 1 \) while solving the underlying classification problems equally well?*
While obtaining such a result for any distribution seems to be very hard in the considered learning setup, we provide a constructive proof for the existence of a distribution for which the answer to the above-mentioned question is positive in the case of two tasks. The latter restriction comes out of the necessity to analytically calculate the singular values of $W$ but we expect our example to generalize to more general setups and a larger number of tasks as well.

**Proposition 2.** Let $T = 2$, $X \subseteq \mathbb{R}^d$ be the input space and $Y = \{-1, 1\}$ be the output space. Then, there exist distributions $\mu_1$ and $\mu_2$ over $X \times Y$, representations $\phi \neq \phi^*$ and matrices of predictors $\hat{W} \neq W^*$ that satisfy Eq. (2) with $\kappa(W) \approx 1$ and $\kappa(W^*) \gg 1$.

The established results show that in some cases even when $W^*$ does not satisfy Assumptions 1-2 in the $\phi^*$ space, it may still be possible to learn a new representation $\hat{\phi}$ such that the optimal predictors in this space do satisfy them. This can be done by using a common strategy that consists in adding $\kappa(W)$ and $\|W\|_2^2$ directly as regularization terms:

$$
\hat{\phi}, \hat{W} = \arg \min_{\phi \in \Phi, W \in \mathbb{R}^{T \times k}} \frac{1}{Tn_t} \sum_{t=1}^T \sum_{i=1}^{n_t} \ell(y_{t,i}, \langle W_t, \phi(x_{t,i}) \rangle) \\
+ \lambda_1 \kappa(W) + \lambda_2 \|W\|_2^2. 
$$

(3)

Below, we explain how to implement this idea in practice for popular meta-learning algorithms.

### 3.4 Related Work

Understanding meta-learning [RRBV20] investigate whether MAML algorithm works well due to rapid learning with significant changes in the representations when deployed on target task, or due to feature reuse where the learned representation remains almost intact and establish that the latter factor is dominant. In [GRF+20], the authors explain the success of meta-learning approaches by their capability to either cluster classes more tightly in feature space (task-specific adaptation approach), or to search for meta-parameters that lie close in weight space to many task-specific minima (full fine-tuning approach). Our paper is complementary to all other works mentioned above as it investigates a new aspect of meta-learning that has never been studied before and provides a more complete experimental evaluation with the two different approaches of meta-learning, separately presented in [RRBV20], and [GRF+20].

**Common regularization strategies** Even though our work does not aim at proposing a new regularization strategy for meta-learning, regularizing the condition number of the matrix of linear predictors and its norm as suggested by MTR theory appears to be novel and drastically different from existing regularization strategies. In general, we note that regularization in meta-learning (i) is applied to either the weights of the whole neural network [BSC18, YTZ+20], or (ii) the predictions [JQ19, GRF+20] or (iii) is introduced via a prior hypothesis biased regularized empirical risk minimization [FL14, KO17, DCSP18a, DCSP18b, DCGP19]. Contrary to the first group of methods and the famous weight decay approach [KH92], we do not regularize the whole weight matrix learned by the neural network but the linear predictors of its last layer. Similarly, spectral normalization proposed by [MKKY18] does not affect $\kappa(W)$ and serves a completely different purpose. Second, we regularize the singular values of the matrix of linear predictors obtained in the last batch of tasks instead of the predictions used by the methods of the second group (e.g., using the theoretic-information quantities in [JQ19]). Finally, the works of the last group are related to the online setting with convex loss functions only, and, similarly to the algorithms from the second group, do not specifically target the spectral properties of the learned predictors.

### 4 Experiments

In this section, we investigate the impact of enforcing the aforementioned theoretical assumptions for meta-learning algorithms in practice.

#### 4.1 Experimental Setup

We consider the few-shot image classification problem on three benchmark datasets, namely: 1) Omniglot [LST15] consisting of 1,623 classes with 20 images/class of size $28 \times 28$; 2) miniImageNet [RL17] consisting of 100 classes with 600 images of size $84 \times 84$ per class and 3) tieredImageNet [RTR+18] consisting of 779,165 images divided into 608 classes.

For each dataset, we follow a common experimental protocol used in [FAL17, CWL+19] and use a four-layer convolution backbone (Conv-4) with 64 filters as done by [CWL+19]. We perform 20-way classification with 1 shot and 5 shots on Omniglot, while on miniImageNet and tieredImageNet we perform 5-way classification with 1 shot and 5 shots. We measure the performance using the top-1 accuracy with 95% confidence intervals, reproduce the experiments with 4 different random seeds using a single NVIDIA V100 GPU, and average the results over 2400 test tasks.
Table 1 – Accuracy gap (in p.p.) when adding the normalization of prototypes (PROTONET and IMP), and both spectral and norm regularization (MAML and MC) enforcing the theoretical assumptions. Statistically significant results (out of confidence intervals) are reported with *.

(Cf. Appendix for absolute performances)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Episodes</th>
<th>PROTONET</th>
<th>IMP</th>
<th>MAML</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omniglot</td>
<td>1-shot</td>
<td>+0.33**</td>
<td>+0.08**</td>
<td>+3.95**</td>
<td>−0.61**</td>
</tr>
<tr>
<td></td>
<td>5-shot</td>
<td>+0.01</td>
<td>+0.07**</td>
<td>+1.17**</td>
<td>−0.10**</td>
</tr>
<tr>
<td>miniImageNet</td>
<td>1-shot</td>
<td>+0.76**</td>
<td>+1.81**</td>
<td>+1.23**</td>
<td>+0.36</td>
</tr>
<tr>
<td></td>
<td>5-shot</td>
<td>+2.03**</td>
<td>+0.86**</td>
<td>+1.96**</td>
<td>+1.93**</td>
</tr>
<tr>
<td>tieredImageNet</td>
<td>1-shot</td>
<td>+2.10**</td>
<td>+1.39**</td>
<td>+1.42**</td>
<td>+0.70</td>
</tr>
<tr>
<td></td>
<td>5-shot</td>
<td>+0.23</td>
<td>+0.59</td>
<td>+2.66**</td>
<td>+1.39**</td>
</tr>
</tbody>
</table>

4.2 Metric-based Methods

Theorem 1 tells us that with normalized class prototypes that act as linear predictors, PROTONET naturally decreases the condition number of their matrix. To this end, we choose to ensure the theoretical assumptions for metric-based methods (PROTONET and IMP) only with the prototype normalization similarly to the constrained problem given in Eq. [6]. From Table [1], we note that normalizing the prototypes from the very beginning of the training process has an overall positive effect on the obtained performance.

4.3 Gradient-based Methods

Gradient-based methods learn a batch of linear predictors for each task and we can directly take them as \(W_N\) to compute its SVD. In the following experiments, we consider the regularized problem of Eq. [3] for MAML as well as Meta-Curvature (MC) and set \(\lambda_1 = \lambda_2 = 1\) to avoid hyper-parameter tuning. As expected, the dynamics of \(\|W_N\|_F\) and \(\kappa\) during the training of the regularized methods remain bounded (cf. Appendix).

The impact of our regularization on the results is quantified in Table [1] where a statistically significant accuracy gain is achieved in most cases. The obtained improvement is on average more substantial when compared to metric-based methods.

5 Conclusion

In this paper, we studied the validity of the theoretical assumptions made in recent papers on Multi-Task Representation Learning theory when applied to popular metric- and gradient-based meta-learning algorithms. We found a striking difference in their behavior and provided both theoretical and experimental arguments explaining that metric-based methods satisfy the considered assumptions, while gradient-based don’t. We further used this as a starting point to implement a regularization strategy ensuring these assumptions and observed that it leads to faster learning and better generalization.

While this paper proposes an initial approach to bridging the gap between theory and practice for Meta-Learning, some questions remain open on the inner workings of these algorithms. In particular, being able to take better advantage of the particularities of the training tasks during meta-training could help improve the effectiveness of these approaches.

Références


[DCGP19] Giulia Denevi, Carlo Ciliberto, Riccardo Grazzi, and Massimiliano Pontil. Learning-
to-learn stochastic gradient descent with


A Intuition behind the assumptions

An intuition behind the assumptions of Section 2.2 and the regularization terms introduced in Section 3.3 can be seen in Fig. 2. When the assumptions are not verified, the linear predictors can be biased towards a single part of the space and over-specialized. The representation learned will not generalize well to unseen tasks. If the assumptions are respected, the linear predictors are complementary and will not under- or over-specialize to the tasks seen. The representation learned can adapt to the target tasks and better generalize.

B Behavior on Omniglot

The behavior of the norm and condition number of the predictor for MAML and PROTONET on the benchmark dataset Omniglot [LS15] is shown in Figure 3. We observe similar trends as on miniImageNet and tieredImageNet detailed in Section 3.1.

C Proofs of Section 3

Prototypical Loss We start by recalling the prototypical loss \( \mathcal{L}_{proto} \) used during training of Prototypical Networks for a single episode with support set \( S \) and query set \( Q \):

\[
\mathcal{L}_{proto}(S, Q, \phi) = \mathbb{E}_{(q, i) \sim Q} \left[ -\log \frac{\exp(-d(q, c_i))}{\sum_j \exp(-d(q, c_j))} \right] = \mathbb{E}_{(q, i) \sim Q} [d(q, c_i)] + \mathbb{E}_{q \sim Q} \log \sum_{j=1}^n \exp(-d(q, c_j))
\]

with \( c_i = \frac{1}{|S_i|} \sum_{s \in S_i} \phi(s) \) the prototype for class \( i \), \( S_i \subseteq S \) being the subset containing instances of \( S \) labeled with class \( i \).

Distance For PROTONET, we consider the Euclidean distance between the representation of a query example \( \phi(q) \) and the prototype of a class \( i \) \( c_i \):

\[
d(q, c_i) = -\|\phi(q) - c_i\|^2 = -\phi(q)^T \phi(q) + 2c_i^T \phi(q) - c_i^T c_i.
\]

Then, with respect to class \( i \), the first term is constant and do not affect the softmax probabilities. The remaining terms are:

\[
d(q, c_i) = 2c_i^T \phi(q) - \|c_i\|^2\]

\[
= 2 \left\| \frac{1}{|S_i|} \sum_{s \in S_i} \phi(s) \right\|^2.
\]

C.1 Proof of Theorem 1

Démonstration. We can rewrite the first term in \( \mathcal{L}_{proto} \) as

\[
\mathbb{E}_{(q, i) \sim Q} [d(q, c_i)]
\]

\[
= -\mathbb{E}_{(q, i) \sim Q} \left[ \frac{2}{|S_i|} \sum_{s \in S_i} \phi(s)^T \phi(q) - \|c_i\|^2 \right]
\]

\[
= -\mathbb{E}_{(q, i) \sim Q} \left[ \frac{2}{|S_i|} \sum_{s \in S_i} \phi(s)^T \phi(q) \right] + \mathbb{E}_{q \sim Q} \left[ \|c_i\|^2 \right],
\]

and the second term as

\[
\mathbb{E}_{q \sim Q} \left[ \log \sum_{j=1}^n \exp(-d(q, c_j)) \right]
\]

\[
= \mathbb{E}_{q \sim Q} \left[ \log \sum_{j=1}^n \exp\left(\frac{2}{|S_j|} \sum_{s \in S_j} \phi(s)^T \phi(q) - \|c_j\|^2\right) \right]
\]

\[
= \mathbb{E}_{q \sim Q} \left[ \log \left( \sum_{j=1}^n \frac{1}{n} \exp\left(2 \phi(c_j)^T \phi(q) - \|c_j\|^2\right) \right) \right]
\]

\[
= \mathbb{E}_{q \sim Q} \left[ \log \sum_{j=1}^n \frac{1}{n} \exp\left(2 \phi(c_j)^T \phi(q) - \|c_j\|^2\right) + \log n \right].
\]

By dropping the constant part in the loss, we obtain:

\[
\mathcal{L}_{proto}(S, Q, \phi) = -\mathbb{E}_{(q, i) \sim Q} \left[ \frac{2}{|S_i|} \sum_{s \in S_i} \phi(s)^T \phi(q) \right]
\]

\[
+ \mathbb{E}_{q \sim Q} \left[ \log \sum_{j=1}^n \frac{1}{n} \exp(2 \phi(c_j^T \phi(q)) \right] .
\]

Let us note \( S^d \) the hypersphere of dimension \( d \), and \( \mathcal{M}(S^d) \) the set of all possible Borel probability measures
Violated assumptions

\[
\begin{align*}
\text{Source tasks} & \quad \text{Target tasks} \\
W = [w_1, w_2, w_3] & \quad W = [w_1, w_2, w_3]
\end{align*}
\]

Satisfied assumptions

\[
\begin{align*}
\text{Source tasks} & \quad \text{Target tasks} \\
\frac{1}{||w_3||} & \quad \frac{1}{||w_3||}
\end{align*}
\]

Figure 2 – Illustration of the intuition behind the assumptions derived from the MTR learning theory. (left) Lack of diversity and increasing norm of the linear predictors restrict them from being useful on the target task. (right) When the assumptions are satisfied, the linear predictors cover the embedding space evenly and their norm remains roughly constant on source tasks making them useful for a previously unseen task.

Figure 3 – Evolution of \( \kappa \) (left), \( \|W_N\|_F \) (middle), and validation accuracy (right) during training of MAML (top) and PROTONET (bottom) on Omniglot with 20-way 1-shot episodes. All training curves are averaged over 4 different random seeds. The light gray area shows 95% confidence intervals.

\[ \forall \mu \in \mathcal{M}(S^d), \exists \phi \in \mathcal{S}^d, \text{such that} \]

\begin{align*}
\min_{\mu \in \mathcal{M}(S^d)} & \int_{S^d} \log U_\mu(u) d\mu(u) \\
\text{(4)}
\end{align*}

The unique minimizer of Eq. (4) is the uniform distribution on \( S^d \), as shown in [1, 20]. This means that learning with \( L_{\text{proto}} \) leads to prototypes uniformly distributed in the embedding space and thus with \( \kappa = 1 \).
C.2 Proof of Proposition 1

\textit{Démonstration.} We follow [AIS21] and note that in the considered setup the gradient of the loss for each task is given by

$$\frac{\partial}{\partial W} (\hat{w} - \alpha \nabla \ell_i(\theta)) \propto (1 - \alpha)^2 (\hat{w}_i - \theta_i)$$

so that the meta-training update for a single gradient step becomes:

$$\hat{w}_i \leftarrow \hat{w}_{i-1} - \beta (1 - \alpha)^2 (\hat{w}_{i-1} - \theta_i),$$

where $\beta$ is the meta-training update learning rate. Starting at $\hat{w}_0 = 0_d$, we have that

$$\begin{align*}
\hat{w}_1 &= c \theta_1, \\
\hat{w}_2 &= c((c-1)\theta_1 + \theta_2), \\
&\vdots \\
\hat{w}_n &= c \sum_{i=1}^n \theta_i (c-1)^{n-i},
\end{align*}$$

where $c := \beta (1 - \alpha)^2$. We can now define matrices $\hat{W}_2^i$ as follows:

$$\begin{align*}
\hat{W}_2^1 &= \begin{pmatrix} c \theta_1, \\
c((c-1)\theta_1 + \theta_2), \\
&\vdots \\
c \sum_{i=1}^n \theta_i (c-1)^{n-i},
\end{pmatrix}, \\
\hat{W}_2^2 &= \begin{pmatrix} c((c-1)\theta_1 + \theta_2), \\
(c(c-2)\theta_1 + (c-1)\theta_2 + \theta_3), \\
&\vdots \\
c \sum_{i=1}^n \theta_i (c-1)^{n-i},
\end{pmatrix},
\end{align*}$$

We can note that for all $i > 1$:

$$\begin{align*}
\hat{W}_2^{i+1} &= (c-1)\hat{W}_2^i + c \Theta_i,
\end{align*}$$

Now, we can write:

$$\kappa(\hat{W}_2^{i+1}) = \frac{\sigma_1(\hat{W}_2^{i+1})}{\sigma_2(\hat{W}_2^{i+1})} = \frac{\sigma_1((c-1)\hat{W}_2^i + c \Theta_i)}{\sigma_2((c-1)\hat{W}_2^i + c \Theta_i)} \geq \frac{\sigma_1((c-1)\hat{W}_2^i)}{\sigma_2((c-1)\hat{W}_2^i + c \Theta_i)} \geq \frac{\sigma_1((c-1)\hat{W}_2^i)}{\sigma_2((c-1)\hat{W}_2^i)} \geq \kappa(\hat{W}_2^i),$$

where the second and third lines follow from the inequalities for singular values $\sigma_1(A + B) \leq \sigma_1(A) + \sigma_2(B)$ and $\sigma_1(A + B) \geq \sigma_1(A) - \sigma_{\min}(B)$ and the desired result is obtained by setting $\sigma_{\min}(\theta_i) = 0$. \hfill \square

C.3 Proof of Proposition 2

\textit{Démonstration.} Let us define two uniform distributions $\mu_1$ and $\mu_2$ parametrized by a scalar $\varepsilon > 0$ satisfying the data generating process from Eq. [4].

1. $\mu_1$ is uniform over $\{1 - k \varepsilon, k, 1, \ldots\} \cup \{1 + k \varepsilon, k, 1, \ldots\} \times \{1\} \cup \{1 + k \varepsilon, k, 1, \ldots\}$

2. $\mu_2$ is uniform over $\{1 + k \varepsilon, k, \frac{1+k}{\varepsilon}, \ldots\} \times \{1\} \cup \{1 + k \varepsilon, k, \frac{1+k}{\varepsilon}, \ldots\}$

where last $d - 3$ coordinates of the generated instances are arbitrary numbers. We now define the optimal representation and two optimal predictors for each distribution as the solution to the MTR problem over the two data generating distributions and $\Phi = \{\phi | \phi(x) = \Phi^T x, \Phi \in \mathbb{R}^{d \times 2}\}$:

$$\phi^*, W^* = \arg \min_{\phi \in \Phi, W \in \mathbb{R}^{d \times 2}} \frac{1}{2} \sum_{i=1}^2 \mathbb{E}_{(x,y) \sim \mu_i} \ell(y, \langle w_i, \phi(x) \rangle), \quad (5)$$

One solution to this problem can be given as follows:

$$\Phi^* = \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 \\ 0 & 1 & 0 & \ldots & 0 \end{pmatrix}^T, \quad W^* = \begin{pmatrix} 1 & \varepsilon \\ 1 & -\varepsilon \end{pmatrix},$$

where $\Phi^*$ projects the data generated by $\mu_i$ to a two-dimensional space by discarding its $d - 2$ last dimensions.
and the linear predictors satisfy the data generating process from Eq. 1 with $\varepsilon = 0$. One can verify that in this case $W^*$ have singular values equal to $\sqrt{2}$ and $2\sqrt{2 \varepsilon}$, and $\kappa(W^*) = \frac{1}{2}$. When $\varepsilon \rightarrow 0$, the optimal predictors make the ratio arbitrary large thus violating Assumption 1.

Let us now consider a different problem where we want to solve Eq. 5 with constraints that force linear predictors to satisfy both assumptions:

$$
\hat{\Phi}, \hat{W} = \arg\min_{\phi \in \Phi, W \in \mathbb{R}^{2 \times 2}} \sum_{i=1}^{2} \mathbb{E}_{(x,y) \sim \mu_i} \ell(y, (w_i, \phi(x))),
$$

s.t. $\kappa(W) \approx 1$ and $\forall i, \|w_i\| \approx 1$.

Its solution is different and is given by

$$
\hat{\Phi} = \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \end{pmatrix}^T, \quad \hat{W} = \begin{pmatrix} 0 & 1 \\ 1 & -\varepsilon \end{pmatrix}.
$$

Similarly to $\Phi^*$, $\hat{\Phi}$ projects to a two-dimensional space by discarding the first and last $d - 3$ dimensions of the data generated by $\mu_i$. The learned predictors in this case also satisfy Eq. 1 with $\varepsilon = 0$, but contrary to $W^*$, $\kappa(\hat{W}) = \sqrt{\frac{2 \varepsilon^2 + \varepsilon^4}{2 \varepsilon^2 + \varepsilon^4 + 1}}$ tends to 1 when $\varepsilon \rightarrow 0$.

D Related work

Understanding meta-learning [RRBV20] investigate whether MAML algorithm works well due to rapid learning with significant changes in the representations when deployed on target task, or due to feature reuse where the learned representation remains almost intact. They establish that the latter factor is dominant and where the learned representation remains almost intact. Our work does not aim at proposing a new regularization strategy for meta-learning, regularizing the condition number of the matrix of linear predictors and its norm as suggested by MTR theory appears to be novel and drastically different from existing regularization strategies.

In general, we note that regularization in meta-learning (i) is applied to either the weights of the whole neural network [BSC18, YTZ20], or (ii) the predictions [JQ19, GRF20] or (iii) is introduced via a prior hypothesis biased regularized empirical risk minimization [PL14, KO17, DCSP18a, DCSP18b, DCGP19]. Contrary to the first group of methods and the famous weight decay approach [KH92], we do not regularize the whole weight matrix learned by the neural network but the linear predictors of its last layer. The purpose of the regularization in our case is also completely different: weight decay is used to avoid overfitting by penalizing large magnitudes of weights, while our goal is to keep the classification margin unchanged during the training to avoid over-/under-specialization to some tasks. Similarly, spectral normalization proposed by [MKKY18] to satisfy the Lipschitz constraint in GANs through dividing $W$ values by $\sigma_{\text{max}}(W)$ does not affect the ratio between $\sigma_{\text{max}}(W)$ and $\sigma_{\text{min}}(W)$ and serves a completely different purpose. Second, we regularize the singular values of the matrix of linear predictors obtained in the last batch of tasks instead of the predictions used by the methods of the second group (e.g., using the theoretic-information quantities in [JQ19]). Finally, the works of the last group are related to the online setting with convex loss functions only, and, similarly to the algorithms from the second group, do not specifically target the spectral properties of the learned predictors.

E Detailed performance comparisons

Table 2 provides the detailed performance of our reproduced methods with and without our regularization or normalization and Figure 5 shows the performance gap throughout training for all methods on miniImageNet. Theses results are summarized in Table 1 of our paper and discussions about them can be found in Section 4.2 and 4.3. We can see on both Table 2 and Figure 5 that the gap is globally positive throughout the training on both validation and test sets, which shows the increased generalization capabilities of enforcing the assumptions. There is also generally a high gap at the beginning of training suggesting faster learning.
the same way as Gradient-based methods. Unfortunately, this latter strategy hinders the convergence of the network and leads to numerical instabilities. Most likely this is explained by prototypes being computed from image features which suffer from rapid changes across batches making the smallest singular value $\sigma_N(W_N)$ close to 0. Consequently, we propose to replace the ratio of the vector of singular values by its entropy as follows:

$$H_\sigma(W_N) := - \sum_{i=1}^{N} \text{softmax}(\sigma(W_N))_i \cdot \log \text{softmax}(\sigma(W_N))_i,$$

where softmax($\cdot$)$_i$ is the $i^{th}$ output of the softmax function. As with $\kappa$, we write $H_\sigma$ instead of $H_\sigma(W_N)$ from now on. Since uniform distribution has the highest entropy, regularizing with $\kappa$ or $-H_\sigma$ leads to a better coverage of $\mathbb{R}^k$ by ensuring a nearly identical importance regardless of the direction. Then, to ensure Assumption 2 and following Theorem 1, we also normalize the prototypes. We obtain the following regularized optimization problem:

$$\widehat{\phi}, \widehat{W} = \arg \min_{\phi \in \Phi, W \in \mathbb{R}^{T \times k}} \frac{1}{Tn_1} \sum_{t=1}^{T} \sum_{i=1}^{n_1} \ell(y_{t,i}, \langle \tilde{w}_t, \phi(x_{t,i}) \rangle) - \lambda_1 H_\sigma(W),$$

(7)

where $\tilde{w} = \frac{w}{\|w\|}$ are the normalized prototypes.

In Table 3 we report the performance of our reproduced PROTONET without normalization, with normalization and with both normalization and regularization on the entropy. As mentioned in Section 4.2 of our paper, we can see that further enforcing a regularization on the singular values (through the entropy) does not help the training since PROTONET naturally learns to minimize the singular values of the prototypes. In Table 4 we show that reducing the strength of the regularization with the entropy can help retrieve good performance.

### F Intended effect of the regularization/normalization

Figure 5 provides the detailed evolution of $\kappa$ and $\|W_N\|_F$ during training for all methods on miniImageNet with 5-way 1-shot episodes. Adding our regularization for gradient-based or normalization for metric-based to enforce the assumptions has the intended effect of both terms as explained in Section 4. We can see that $\kappa$ and $\|W_N\|_F$ remain constant and bounded throughout the training.

### G Further enforcing a low condition number on Metric-based methods

A first idea for further enforcing a low condition number for metric-based methods would be to regularize the norm and condition number of the prototypes in the same way as Gradient-based methods.

### H Ablative studies

In the following, we include ablative studies on the effect of each term in our regularization scheme for gradient-based methods to complete results given in Section 4.3 of our paper. In Table 5 we compared the performance of our reproduced MAML without regularization ($\lambda_1 = \lambda_2 = 0$), with a regularization on the condition number $\kappa$ ($\lambda_1 = 1$ and $\lambda_2 = 0$), on the norm of the linear predictors ($\lambda_1 = 0$ and $\lambda_2 = 1$), and with both regularization terms ($\lambda_1 = \lambda_2 = 1$) on Omniglot and miniImageNet. We can see that both regularization...
Figure 6 – Evolution of accuracy of 5-way 1-shot meta-test episodes from miniImageNet during meta-training on 5-way 1-shot episodes from miniImageNet, for ProtoNet, IMP (top) and MAML, MC (bottom) (in black) and their regularized or normalized counterparts (in blue).
terms are important in the training and that using only a single term can be detrimental to the training results.
Table 2 – Performance of several meta-learning algorithms without and with our regularization (or normalization in the case of ProtoNet and IMP) to enforce the theoretical assumptions. All accuracy results (in %) are averaged over 2400 test episodes and 4 different seeds and are reported with 95% confidence interval. Episodes are 20-way classification for Omniglot and 5-way classification for miniImageNet and tieredImageNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Episodes</th>
<th>without Reg./Norm.</th>
<th>with Reg./Norm.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ProtoNet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Omniglot</td>
<td>1-shot</td>
<td>95.56 ± 0.10%</td>
<td>95.89 ± 0.10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>98.80 ± 0.04%</td>
<td>98.80 ± 0.04%</td>
</tr>
<tr>
<td></td>
<td>miniImageNet</td>
<td>1-shot</td>
<td>49.53 ± 0.41%</td>
<td>50.29 ± 0.41%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>65.10 ± 0.35%</td>
<td>67.13 ± 0.34%</td>
</tr>
<tr>
<td></td>
<td>tieredImageNet</td>
<td>1-shot</td>
<td>51.95 ± 0.45%</td>
<td>54.05 ± 0.45%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>71.61 ± 0.38%</td>
<td>71.84 ± 0.38%</td>
</tr>
<tr>
<td><strong>IMP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Omniglot</td>
<td>1-shot</td>
<td>95.77 ± 0.20%</td>
<td>95.85 ± 0.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>98.77 ± 0.08%</td>
<td>98.83 ± 0.07%</td>
</tr>
<tr>
<td></td>
<td>miniImageNet</td>
<td>1-shot</td>
<td>48.85 ± 0.81%</td>
<td>50.69 ± 0.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>66.43 ± 0.71%</td>
<td>67.29 ± 0.68%</td>
</tr>
<tr>
<td></td>
<td>tieredImageNet</td>
<td>1-shot</td>
<td>52.16 ± 0.89%</td>
<td>53.46 ± 0.89%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>71.79 ± 0.75%</td>
<td>72.38 ± 0.75%</td>
</tr>
<tr>
<td><strong>MAML</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Omniglot</td>
<td>1-shot</td>
<td>91.72 ± 0.29%</td>
<td>95.67 ± 0.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>97.07 ± 0.14%</td>
<td>98.24 ± 0.10%</td>
</tr>
<tr>
<td></td>
<td>miniImageNet</td>
<td>1-shot</td>
<td>47.93 ± 0.83%</td>
<td>49.16 ± 0.85%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>64.47 ± 0.69%</td>
<td>66.43 ± 0.69%</td>
</tr>
<tr>
<td></td>
<td>tieredImageNet</td>
<td>1-shot</td>
<td>50.08 ± 0.91%</td>
<td>51.5 ± 0.90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>67.5 ± 0.79%</td>
<td>70.16 ± 0.76%</td>
</tr>
<tr>
<td><strong>MC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Omniglot</td>
<td>1-shot</td>
<td>96.56 ± 0.18%</td>
<td>95.95 ± 0.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>98.88 ± 0.08%</td>
<td>98.78 ± 0.08%</td>
</tr>
<tr>
<td></td>
<td>miniImageNet</td>
<td>1-shot</td>
<td>49.28 ± 0.83%</td>
<td>49.64 ± 0.83%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>63.74 ± 0.69%</td>
<td>65.67 ± 0.70%</td>
</tr>
<tr>
<td></td>
<td>tieredImageNet</td>
<td>1-shot</td>
<td>55.16 ± 0.94%</td>
<td>55.85 ± 0.94%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-shot</td>
<td>71.95 ± 0.77%</td>
<td>73.34 ± 0.76%</td>
</tr>
</tbody>
</table>
Table 3 – Performance of ProtoNet with and without our regularization on the entropy and/or normalization. All accuracy results (in %) are averaged over 2400 test episodes and 4 random seeds and are reported with 95% confidence interval. Further enforcing regularization on the singular values can be detrimental to performance.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Episodes</th>
<th>Reproduced</th>
<th>λ₁ = 0</th>
<th>λ₁ = 0.1</th>
<th>λ₁ = 0.01</th>
<th>λ₁ = 0.001</th>
<th>λ₁ = 0.0001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omniglot</td>
<td>20-way 1-shot</td>
<td>95.56 ± 0.10%</td>
<td>95.89 ± 0.10%</td>
<td>91.90 ± 0.14%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20-way 5-shot</td>
<td>98.80 ± 0.04%</td>
<td>98.80 ± 0.04%</td>
<td>96.40 ± 0.07%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>miniImageNet</td>
<td>5-way 1-shot</td>
<td>49.53 ± 0.41%</td>
<td>50.29 ± 0.41%</td>
<td>49.43 ± 0.40%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5-way 5-shot</td>
<td>65.10 ± 0.35%</td>
<td>67.13 ± 0.34%</td>
<td>65.71 ± 0.35%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tieredImageNet</td>
<td>5-way 1-shot</td>
<td>51.95 ± 0.45%</td>
<td>54.05 ± 0.45%</td>
<td>53.54 ± 0.44%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5-way 5-shot</td>
<td>71.61 ± 0.38%</td>
<td>71.84 ± 0.38%</td>
<td>70.30 ± 0.40%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 – Ablative study on the strength of the regularization with normalized ProtoNet. All accuracy results (in %) are averaged over 2400 test episodes and 4 random seeds and are reported with 95% confidence interval.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Episodes</th>
<th>Reproduced</th>
<th>λ₁ = 0</th>
<th>λ₁ = λ₂ = 0</th>
<th>λ₁ = 1, λ₂ = 0</th>
<th>λ₁ = 0, λ₂ = 1</th>
<th>λ₁ = λ₂ = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>minImageNet</td>
<td>5-way 1-shot</td>
<td>49.53 ± 0.41%</td>
<td>50.29 ± 0.41%</td>
<td>50.19 ± 0.42%</td>
<td>50.44 ± 0.42%</td>
<td>50.46 ± 0.42%</td>
<td>50.45 ± 0.42%</td>
</tr>
<tr>
<td></td>
<td>5-way 5-shot</td>
<td>65.10 ± 0.35%</td>
<td>67.13 ± 0.34%</td>
<td>65.71 ± 0.35%</td>
<td>66.69 ± 0.34%</td>
<td>67.0 ± 0.35%</td>
<td>67.12 ± 0.35%</td>
</tr>
<tr>
<td>Omniglot</td>
<td>20-way 1-shot</td>
<td>95.56 ± 0.10%</td>
<td>95.89 ± 0.10%</td>
<td>91.90 ± 0.14%</td>
<td>95.67 ± 0.20%</td>
<td>95.7 ± 0.10%</td>
<td>95.77 ± 0.10%</td>
</tr>
<tr>
<td></td>
<td>20-way 5-shot</td>
<td>98.80 ± 0.04%</td>
<td>98.80 ± 0.04%</td>
<td>96.40 ± 0.07%</td>
<td>98.76 ± 0.04%</td>
<td>98.91 ± 0.03%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 – Ablative study of the regularization parameter for MAML on Omniglot and miniImageNet. All accuracy results (in %) are averaged over 2400 test episodes and 4 different random seeds and are reported with 95% confidence interval. Using both regularization terms is important.